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Future plan of KEK & Belle |l

®KEK Roadmap of Japanese HEP community

Timelines of Current/ Future Projects
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Plenary: Evolution of Computing and Software at LHC: from Run 2 to HL-LHC

Technology: Baseline CI;uture Trocgssor [l).irte?ionds:
Boundary Conditions in 2025 eneral vs specialist [renas

* At the same time applications which can be considered ‘bulk-specialist’ are cost effective to
tackle with a custom architecture (lower power is the ‘killer feature’)

Technology Growth in 10 years

 FPGAs could be used to run cloud apps such as voice recognition and search (with OpenCL
as a programming interface)

CPU Servers x4 - 14

* See Intel and Altera’s collaboration on HARP

. . « 12-core Intel microprocessor with an Altera Stratix V FPGA module
Disk Capacity x4 - 10

» Specifically targeting the development of tools to broaden the base of suitable applications

- _ * N.B. we do not have to migrate the entire workload — just enough to fill the available hardware
Tape Capacity x10 - 30 resource (evgen, sim)

* Note that attached to HPCs we often have exotic hardware that might sit idle

Network Capacity x30 - 200

s ook very
processor m‘ture - g—\ots

* Per unit cost us and Vv r Wil
heteggoeggort nities for smart wWo @ SI G AR CH |
 Assumes no truly radical change in what we do and no massively ention validation of tge
. . . , ne o , .
disru plive ’[echno|og|ca| advances (Did someo 0S performaﬂCe The ACM Special Interest Group on Computer Architectu

= https://indico.cern.ch/event/304944/session/15/contribution/551/material/slides/0.pdf

2= Fermilab

3 Oliver Gutsche | CHEP 2015 - Highlights 21. May 2015


https://indico.cern.ch/event/304944/session/15/contribution/551/material/slides/0.pdf

Plenary: Evolution of Computing and Software at LHC: from Run 2 to HL-LHC

Estimating the Computing Challenge
(for General Purpose Detectors)

* To make an estimate of how much computing we need
at LHC we have to understand the scaling between
u=40 and u=140 and HLT output rates of 1TkHz vs 5kHz

HL-LHC do  HL-LHC smart

nothing factor factor Comment

Step

Generation Need more precise and heavily filtered generators

Does not scale with u, but we will need more simulation; ‘smart’

Simulation X3 X3 includes GEANT improvements and fast sim

Digitisation x20 x10 Linear with p, technical improvements possible

Non-linear with u, plus need more events; smart includes truth

Reco (MC) x100 x15 tracking and algorithmic improvements

Non-linear with u, plus need more events; smart includes

ALIEL) X100 X25 algorithmic improvements and maybe track trigger info

Analysis x10 x5 Scales mostly with data volume, main problem probably i/o

GPD Processing Challenge at High Luminosity

HLAHC donothing ) e do nothing - HC smart ) je smant

multiplication : multiplication :
factor CPU increase factor CPU increase

Approx.

SR Fraction Today

Generation

Simulation

Digitisation

Reco (MC)

Reco (Data)

Analysis

Total (in units of
today’s compute)

* Thisis a straw man model, but | really believe that
* Do nothing is not an option (technically as well as politically)
 Smart gets us into the domain of the possible
46
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Plenary: Computing in Intensity Frontier Accelerator Experiments

CHEP2015 Sma” EXpe rlmentS? » e\ | CHEP2015 Common SerViCES and PrOjECtS TOOIkit

° | nte ns'ty Fro ntier eXpe riments are not sma | | | FIFE (Fabric for Frontier Experlments):Manages/prOV|des ac.cess to shared resources at Fermilab
Used by all neutrino and muon experiments at FNAL
VO~ FIFE provides access and support for DAQ 5,/ File Transf | Permanent Storage
] eﬂd caps P g pp Storage / | e;err\z;lir;se y / File Library
06 including a comprehensive set of services and
S
63 m \Aﬁ\a . . tools: o~
—DAQ and Controls “Generic” Offline
—Grid and Cloud Workflow
A —Scientific Data Storage and Access
I = : / '(" " s - —SCienﬁﬁC Data Management Interactive / Job Distributed
Kl Q Q) —Scientific Frameworks and Software Nodes 2ubmission Computing
~ —Physics and detector simulation T \/
- Software Code Distribution
y ~ " 4+ NOvAsimilar volume to Atlas —Databases Infrastructure ‘Data‘
o ” e« ATLAS — 7,000 tonnes —Scientific Computing Systems Handling
Y N .
£ dStacton * NOvA-14,000 tonnes —Scientific Collaboration Tools Se RN
* LHC circumference 27 km ot
E e NOVA baseline 810 km See talk on Thursday, Parag Mhashilkar, Track 4:
B Advances in Distributed High Throughput Computing for the Fabric for Frontier Experiments Project at Fermilab _
Slide content, O. Gutsche
April, 2015 C. Group - UVA and Fermilab 14 April, 2015 C. Group - UVA and Fermilab

= https://indico.cern.ch/event/304944/session/15/contribution/554/material/slides/0.pdf
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Plenary: Challenges of Developing and Maintaining HEP "Community" Software

Community Tools: Grid Compute Projects

(o B ¥ ~d
Fhm M

= To support the LHC distributed model, grid computing projects
Intended to support multiple experiments and disciplines

= WLCG-EGEE & Open Science Grid

» Conceived roughly 1999 with funding around 2002

» Largely targeted towards access to large scale compute
resources

» Pushed boundaries for the better: cyber security
= Challenges
» Maintaining Funding: Soft money/essential infrastructure.
« Continual re-invention and restructuring required
» Maintaining technical currency (See additional talks)
» Communities beyond LHC

‘ nabling Grids ‘ EGl

Recap of the general lessons

= Note the time scales
» Prototyping to production is typically 10 years
= Many different governance models can be effective
= Resources are always limited
» Too few people doing too much
» Never enough hardware
» Increasing scrutiny about ‘commercial’ solutions
= Staying connected to the community and its needs
» Inattention to community software has led to gaps in the portfolio
» Burgeoning needs in the neutrino community/Direct Dark Matter
= Providing intellectual and technical continuity
= Managing the projects through the full life cycle
» Enabling R&D
» Fostering innovation—what are the next great ideas?
» Where can and should we move on?

CHEP15--OIST for E-scienc 13

CHEP15-OIST 19

= https://indico.cern.ch/event/304944/session/15/contribution/556/material/slides/0.pdf
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Plenary: Diversity in Computing Technologies and Strategies for Dynamic Resource Allocation

7

* Community Clouds -
Similar trust
federation to Grids

= Virtual
Organizations
(VOs) of users
trusted by Grid sites

= Commercial Clouds -
Pay-As-You-Go
model

® Strongly accounted

® Near-infinite capacity =
Elasticity

® Spot price market

Trust Federation § Economic Model

* VOs get allocations

-?» Pledges

® Unused allocations:
opportunistic resources

.

= Peer review
committees award

Allocations

® Awards model designed
for individual Pls rather
than large collaborations

* Researchers granted
access to HPC
Installations

oy

= https://indico.cern.ch/event/304944/session/15/contribution/559/material/slides/0.pdf
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Plenary: Distributed Data Management and Distributed File Systems

Relative Size of Things

Industry

Processing Storage
Amazon Amazon has 2x10'2 unique
has more user objects and supports
than 40 2M queries per second
million Google has 10-15 exabytes | |
processor under management soose [T
E‘ggs n Facebook 300PB |

Facebook I

eBay collected and

accessed the same amount
of data as LHC Run1 =

0

Our data and processing problems are ~1%
the size of the largest industry problems

CE?W
\

N/ S

EB

10

15

A Model for Resource Provisioning

In this model HEP owns and
operates the Advanced Data
Management

Owns storage, provisions

network, manages and delivers
data

Creating large virtual data centers

The processing is separate,
dynamic, and generic
Could be commodity systems,
provided by a cloud provider, or a
super computer
Caching provides volatile nearby
smart storage services

D)

N/ S

' > Google Cloud Platform

N
= T, ‘- l.
( S 1 ek | ;r‘ 8 2 E
5 255 [V 5 ™ 1
33 4 F vy o
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Plenary: Openstack

900

== OpenStack

=#=0OpenNebula
Eucalyptus

== CloudStack

Figure 17 -- Accumulated Contributing Organizations
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http://www.udpwork.com/item/14057.html - Qingye Jiang (John), University of Sydney, May 2015
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Project is very active with many contributors

SUPPORTING AVERAGE CONTRIBUTORS PATCHES MERGED TEST CLOUDS BUILT
ORGANISATIONS MONTHLY MONTHLY DAILY
Your OpenStack Journey n
o open‘stlack

5

=
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Craployad Upgrade Upgrads Upgrade n
“ Time openstack
2= Fermilab
21. May 2015


https://indico.cern.ch/event/304944/session/15/contribution/562/material/slides/0.pdf

Plenary: security

10

IMPACT OF ZEROACCESS BOTNET
. E—
DRAM rowhammer bug => kernel exploit A Cosotrearestree
>+ X 1.9 million
Access repeatedly a row of DRAM memory —
- ~ ZeroAccess = nutqt'l.‘n.rfj
codela: revenue generf'mnn activities
mov (X), %eax // Read from address X Bitcoin mining:
mov (YY), %ebx // Read from address Y
clflush (X) // Flush cache for address X SZSO K/ month .
clflush (Y) // Flush cache for address Y *Botnet generates...
L jmp COdela ) 1‘5M}:‘i‘ EIil:;::!L.r;_lrl:adnia;:ﬂe.;:l:ea
This can cause bit flips in neighboring rows (Lo U5 2165149, | pessnmum arings:
. . . . Uses
Proof-of-concepts: privilege escalation exploits ’ — .
— e.g. modifying page table entries (PTES) 3,458 MWh/day power for 111,000
_ homes/day |
— goal: gain write access to its own page table —— :

Cost of electricity :r USS 560,887 /day
— result: gain read-write access to all of physical memory

http://googleprojectzero.blogspot.fr/2015/03/exploiting-dram-rowhammer-bug-to-gain.html

Jﬂymﬂtﬂﬂ Phrephntal | wwa WITLATET CTE

https://indico.cern.ch/event/304944/session/ 8 m h
15/contribution/563/material/slides/1.pdf O n t S

“Average time between intrusion and detection”

Click fraud:
S2.8 M / month

Two types of organisations:

those that know they’ve been hacked
and those that don’t know
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Plenary: Networking

Example: Content Delivery with Conclusions
N d med Data N etwork ( D N) * Regardless of the resource composition (distributed grid centers, consolidation

* Network uses application data names for delivery within a few large data centers, consolidation within clouds, NDN) - high

- . . performance networking will continue to be critical to HEP

Il}gtjrl;cel\plleefggrenrsnreea(f,ltj)ssgc}gﬁ same data: network can — The network as a partner motivates why we should worry about networks
_p id £ i i ( ided tri ) — Regardless of Computing Models, HEP and network partners will need to
roviaes per Oormance es 'ma. €5 (user provided metrics work closely together to build the intent-based interfaces between

* Name + data-signature enables in-network storage (sec.) applications and networks that can most effectively accelerate discovery
* Caching happens automatically * Excellent networks, flexible and adaptable computing models and software

systems are the foundation to fully exploiting resources such as Grids, Clouds
and HPCs

— Networks overcome limitations of geography

— To optimize usage of excellent network infrastructure we have access to we
need to interact with the control plane in an intelligent way

— Network Virtualization - integration of storage, compute and network - in a
seamless manner, including cloud and local resources. Leveraging efforts
like OpenStack to instantiate VMs, allocate storage, and network
dynamically

* Named-Data Networking —a new way of accessing content than worrying
about where the data is located.

* Broadcast “interest”, location-independent data retrieval
* Industry (e.g. Cisco, Huawei) adopting NDN

NDN presentations at CHEP2015

D. Rand: “Possibilities for Named Data Networking in HEP”

S. Shannigrahi: “Named Data Networking in Climate Research
and HEP Applications”

NDN testbed as overlay on top of ESnet operational for climate
and soon for CMS data; testbed at Imperial College (UK)

Bnnnl‘Hn"E" Michael Ernst, BNL CHEP 2015, Okinawa - =49 Bnnnl‘nm"E" Michael Ernst, BNL CHEP 2015, Okinawa 50
()

= https://indico.cern.ch/event/304944/session/15/contribution/566/material/slides/2.pdf
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Summary: Track 7 Clouds & Virtualization

e = Ulrich presented detailed work on how to classify

Themes and benchmark VMs, and then inject performance

- Emphasis on running jobs
- Rather than coverage of virtualization as a platform for services
- VM-based jobs systems are used for routine production work

- CloudScheduler, GlideinWMS, and the 3 Vacuum-based platforms
seem to be biggest numerically

- OpenStack prominent at sites but other laaS platforms are common too

- Commercial cloud use still almost all relies on (large scale) donated
resources from providers

- Volunteer computing with BOINC is rapidly emerging as very large
potential source of capacity

- Many talks mentioned that they could or would support containers as

numbers into the accounting system.

® https://indico.cern.ch/event/304944/session/7/contribution/86/
material/slides/0.pdf

Andrew explained how Containers differ from Virtual
Machines, and presented performance comparisons
with (unoptimised) VMs, with benchmarks and with

realistic HEP workloads.

® https://indico.cern.ch/event/304944/session/7/contribution/356/
material/slides/0.pdf

an alternative to full-blown VMs

* Miguel explained how they are supporting volunteer
computing with BOINC in HEP, enabled by

virtualization.

® https://indico.cern.ch/event/304944/session/7/contribution/82/
material/slides/0.pdf

* Marek explained how identity federation is now

possible between OpenStack sites

® https://indico.cern.ch/event/304944/session/7/contribution/226/
material/slides/0.pdf

- Container-specific talks mostly emphasised packaged apps paradigm

Track 7 Clouds & Virtualization - Andrew.McNab@cern.ch - CHEP 2015, 16 Apr 2015, Okinawa

= https://indico.cern.ch/event/304944/session/
15/contribution/569/material/slides/0.pdf
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Batch systems: Two Years of HTCondor at the RAL Tier-1

GridPP Ongoing work & future plans GridPP Ongoing work & future plans
 Integration with private cloud « Simplification of worker nodes
— OpenNebula cloud setup at RAL, currently with ~1000 cores — Testing use of CVMFS grid.cern.ch for grid middleware
— Want to ensure any idle capacity is used, so why not run virtualized 540 packages installed vs 1300 for a normal worker node
worker nodes? — HTCondor can run jobs:
— Want opportunistic usage which doesn’t interfere with cloud users * In chroots
« Batch system expands into cloud when batch system busy & cloud idle * In filesystem namespaces
« Batch system withdraws from cloud when cloud becomes busy * In PID namespaces
— Successfully tested, working on moving this into production * In memory cgroups
— See posters at CHEP * In CPU cgroups

— Do we really need pool accounts on worker nodes?

« Upgrade worker nodes to SL7
: : : : « With the above, one job can’t see any processes or files associated with
— Setup SL6 worker node environment in a chroot, run SL6 jobs in the any other jobs on the same worker node, even if the same user

chroot using NAMED CHROOT functionality in HTCondor
« Will simplify eventual migration to SL7 — can run both SL6 and SL7 jobs

— Successfully tested CMS jobs

« Worker nodes and CEs could be much simpler without them!

38 39

= virtual facility like functionality (ask Andrew Lahiff, CMS person)
@ http://indico.cern.ch/event/345619/session/0/contribution/15/material/slides/1.pdf

® Posters:
® Experience with batch systems and clouds sharing the same physical resources: https://indico.cern.ch/event/304944/

session/10/contribution/452
® Integrating grid and cloud resources at the RAL Tier-1: https://indico.cern.ch/event/304944/session/9/contribution/449
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WLCG: Commercial Clouds and Vacuum Model

Commercial Clouds TS

Further simplification: Vacuum model

e Helix Nebula

— Apublic-private partnership - Following the CHEP 2013 paper:
* Between research organizations and IT industry
e  Microsoft Azure Pilot - “The Vacuum model can be defined as a scenario in which virtual

machines are created and contextualized for experiments by the
e Amazon resource provider itself. The contextualization procedures are supplied
in advance by the experiments and launch clients within the virtual

- BNL RACE fof AT'.'AS and CM.S machines to obtain work from the experiments' central queue of tasks.”
— With new Scientific Computing group at AWS (“Running jobs in the vacuum”, A McNab et al 2014 J. Phys.: Conf. Ser. 513 032065)

 Deutsche Borse Cloud Exchange AG
— Beta testing platform

— Preliminary discussions with CERN OpenLab

a loosely coupled, late binding approach in the spirit of pilot frameworks

— Will go live beginning of May - For the experiments, VMs appear by “spontaneous production in the
* PICSE vacuum”
— Procurement Innovation for Cloud Services in Europe

. . - Like virtual particles in the physical vacuum: they appear, potentially interact,
 European Science Cloud Pilot and then disappear

— Pre-Commercial Procurement (PCP) proposal
* Buyers group public organizations that are members of the WLCG collaboration

CernVM-FS and pilot frameworks mean a small user_data file and a
small CernVM image is all the site needs to create a VM

- Experiments can provide a template to create the site-specific user_data

e WLCG 10
©? Worlduide LHC Computing Grid CPU towards 2022 - Andrew.McNab®@cern.ch - WLCG Workshop, 12 Apr 2015, Okinawa

« hitp://indico.cern.ch/event/345619/session/1/contribution/11/0/ * hitp://indico.cern.ch/event/345619/session/1/
material/slides/1.pdf contribution/11/1/material/slides/0.pdf
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CHEP Networking Plenary
Utilize Cloud for Compute

... the initial, easy step to using the “Cloud”

ATLAS Central Amazon
- -~
PanDA PanDA job ~ h Network (BNL to AWS)
@ brokered with ATLAS Pilot Saturated at 10 Gbps with
_< storage Only ~600 concurrent
Rucio - endpoint info ~ ATLAS Pile Jobs
®. VM y
N~ - \ o’ <
NSO . . ’
N s Pilot registers ST A
S N = ~ < output in Rucio R :
File Transfer \ -
Service (FTS) | W
|
’ / Input
’ 1 , npu ) Clear All Update 95
: File transfer stage-in e — v s
request ¢  Transfer e i -
\ / registers data in CHp
b ¥
\ g Rucio "'“__:
Input transferred to SRM/GndFTP SE
BNL by FTS _—
Brookhaven Lab
Michael Ernst, BNL CHEP 2015, Okinawa 40

RRONKHPIVEN

Using the Cloud for Compute and Storage

ATLAS Central Amazon
- 4 A
PanDA - T~<_
ATLAS Pilot
- PanDA job ! |
Long-term Rucio -7 brokered with ES Job
goal: Run T storage M " y
entirély within \ endpaiiis Event Service job Jobs only
EC2. with link ; Input Intermediate output using S3, no
imitati | stage-in i scaling issues
limitations only ' Rucio Merge jobs stage
. ] ¥ '
affecting SE to I registration’ f}ult:{ to 3. Register
SE transfers. . ] | ) in Rucio
File Transfer l ] T
13 . b} _ . | :
. . ucke
File Transfer . { ES Merge
Service (FTS) : Job
\ « | No bottleneck:
\ * | 1.2GBI/s (10Gb
\ « link)
: S3 persistent
: FTS Input
. transfer
RRERODNDKHPLAVEN 10Gb link Michael Ernst, BNL CHEP 2015, Okinawa 41

» https://indico.cern.ch/event/304944/session/15/contribution/566/material/
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Summary: Track 7 Clouds & Virtualization

= Ulrich presented detailed work on how to classify and
benchmark VMs, and then inject performance numbers into the

Themes .
accounting system.
- Emphasis on running jobs ® https://indico.cern.ch/event/304944/session/7/contribution/86/material/slides/
- Rather than coverage of virtualization as a platform for services O.pdf
+ VM-based jobs systems are used for routine production work = Andrew explained how Containers differ from Virtual Machines,
e act aamariey nd the 3 Vacuum-based platforms and presented performance comparisons with (unoptimised)
. OpenStack prominent at sites but other laaS platforms are common too VMS, with benchmarks and with realistic HEP workloads.
. Commercial cloud use still almost all relies on (large scale) donated ® https://indico.cern.ch/event/304944/session/7/contribution/356/material/slides/
resources from providers 0.pdf
e e gy N 1s rapicly emerging & very farse  Miguel explained how they are supporting volunteer computing
+ Many talks mentioned that they could or would support containers as with BOINC in HEP, enabled by virtualization.
an alternative to full-blown VMs © https://indico.cern.ch/event/304944/session/7/contribution/82/material/slides/
- Container-specific talks mostly emphasised packaged apps paradigm O.pdf

Track 7 Clouds & Virtualization - Andrew.McNab@cern.ch - CHEP 2015, 16 Apr 2015, Okinawa ° “ Marek eXplaIned hOW Identlty federathn IS nOW pOSSIbIe

between OpenStack sites
® https://indico.cern.ch/event/304944/session/7/contribution/226/material/slides/

0.pdf

= https://indico.cern.ch/event/304944/session/15/contribution/569/material/slides/0.pdf
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Poster: Accessing commercial cloud resources within the European Helix Nebula cloud marketplace

Resource Profiling Cloud Resource Provisioning

CPU time per benchmark event [s)

within 15% accuracy.

T e ™
CPU time per event [3)

benchmark profile.

| KY BENCHMARK

CPU time per MC sim tf event [s)
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O CPU performance measured at the VM startup.
4 ~25,000 benchmark measurements collected.
O Adopted the KitValidation Benchmark system!“,
running Monte Carlo simulation of a fixed
sequence of 100 single muon events.
O Measured uniformity of CPU performance

O Benchmark profile consistent along time.
* Q Production job performance compatible with

-

:

D CPU e per MC s 1 event

------------
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Stats & Alarms

} AP SlipStream
Accounting E
WES DASHBOARD & R — >
oy Event Processing =2
Health Manager |, | - o

SlipStream APl | o 4

BlueBox

P

8acku

Provisioner

Bulld/Deploy

/‘WMS >< ™~

\ P
CondorHead—}' -

ATLAS Pllot
Factory

CERN Storage
Element

Run Input and

Output Data

Q SlipStream/BlueBox[2:: transparently orchestrates VMs across
cloud providers. Allow image build, contextualization, run of single
or multiple VM instances.

O CVMFS: holds all the software and configuration.

0 EOS: data storage for input and output data by remote access
across the WAN using XRootD protocol.

QO Ganglial®: monitoring of virtual machines.

0 ATLAS Panda and Pilot Factory/Condor: implement the ATLAS
standard workflow for job submission.

VM configuration
O 1 core, 2 GB RAM, 30 GB HD, public IP address.
0 CentOS 6 + RPM to configure ATLAS Worker Node.

Monte Carlo production in a commercial cloud laaS

One month of Monte Carlo Production running thousands of
Virtual Machines (VM) on a commercial cloud provider

Goals

Q Gain experience in managing and monitoring large-scale cloud
deployments.

Q Study stability and reliability of commercial cloud laaS.
O Benchmark cloud resources.
Q) Evaluate costs.

£

g
I
o |7
3
2
:

Number of running VMs
. 5 8 § §
PJ

:

,.‘0\" 10\" ,LQ\" ,‘0\5 1-0\') 10\‘) "'0\')
& . 3 o) \ 9 N
L N e A L L
hour

v Up to 3100 concurrent VMs deployed and running during several
consecutive days.

= https://indico.cern.ch/event/304944/session/10/contribution/216
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Monitoring the Delivery of Virtualized ; MANAGING COMPETING ELASTIC GRID AND CLOUD SCIENTIFIC " The DII-HEP OpenStack based CMS Data Analysis for

O B\ COMPU
\ Resources to the LHC Experiments TING APPLICATIONS USING OPENNEBULA
P, P Secure Cloud Resources
o C. Cordeiro', A. Di Girolamo', L. Field", D. Giordano', D. Spiga, L. Villazon'2 WLCG " 3 s R P - .
1CERN. 2Universidad de Oviedo The INFN-Torino Computer Centre Oenisbula @ Dashboard L. Osmanil,S. Toor?,M. Komu3,M. Kortelainen?,T. Lindén?,J. White2,R. Khan?,
e Born as a WLCG Tier-2 site for the ALICE experiment at the LHC — P_ Eerolaz's_ Tarkomal
e Then become a Tier-2 site for the BES-III experiment at IHEP, Bejjing ! 61 100 1 G 5 s 2 (i 5 s e 3E, 4] i, .
The adoption of Cloud technologies by the LHC experiments puts the burden of monitoring virtual resources upon the VO. e Now a fully virtualized cloud infrastructure comprising ~ 75 hosts in N \ University of Helsinki, *Helsinki Institute of Physics, *Ericsson Research, “University of Alabama
['D Monitoring the instantiated virtual machines is therefore a fundamental activity and here it is described how the two clusters managed by the OpenNebula cloud controller ML Medical — L
Ganglia monitoring system!'l can be exploited for monitoring and also for providing reliable information for other applications. e Currently providing computing power to a number of applications: Prfc“:g;i"g —T_
Z e WLCG Tier-2 sites (LHC VOs, biomed, PANDA and others) A ' s
e BES-III Tier-R site (a separate middleware instance) I— —
I \ e Interactive Virtual Analysis Facility for ALICE f + &0 - m
\ + Ganglia’s monitoring daemon (gmond) sits on every Virtual Machine e Theoretical computation batch farm k / ;
~ , gathering monitoring statistics and sending them to a receiver - i i § H H
3 () cat oot el 8 + On-demand remote medical image processing Harness Grid and Cloud technologies to ensure a steady and
( (‘é]{. u d I\ node () rough unicas e Several smaller application-specific “Virtual Farms” .. .
& 210 A « Each provider has its own gmond configuration, which relies on a port seam IESS transition tOWElrdS new Ways Of operatl ng.
number, cluster name and host (collecting gmond) address
E « To configure gmond, one can do it dynamically by fetching a pre-built LAN  [Virtual Router Job duration distribution
) [ — f:o\;“Mﬁ'e, Wi:h fm‘l?”"t,s configuration from the gmetad's server during ‘ |_ iasmesste Elastic applications: Virtual Farms show no clear pattern /—M M Bt S 1
’ | | . e VM's contextualization Configuabte 172.16.261.254 . : N o che ulti- i ) . . . M e Serviees 1 OE 20N -
—A J - port forwarding o Usage changes with time (e.g. in bursts) CEPZ% ‘;"?g’u‘r’lgegﬁ;em = « The High Energy Physics community is interested in performing | nevamode | L A-Rex Computing Elerment (cP) NIIEEN
. . ? . . . et ustergricks | —— | EE———
VirroalFarm001 5 © Basy to locate idle nodes to undeploy ) simulations and data analysis on public or private cloud facilities. erenze | o |
3 " . . . . -
172.16.261.1 5 ] ALicE grid jobs * Currently the simulations and analysis are being performed mostly OpenSiack Cloud Componerie | ‘
i 3 . . . . o 10° [ Non-ALICE grid jobs i i Keystone loud Controller | ——————— —————|
- Communications between gmond are done via UDP § VirealFarm002 g Anelastic applications: Grid Farms ?E conprutmg agd data_Gnds . ) i . ! ¥ ’:1 - ocon 0T
m UDP TCP « From gmond to gmetad these are done via TCP . 172.16.261.2 3 e Work in saturated regime “’ de SO ctjwfare an .experlerlicedof oplgrgtlng on a Grid needs to be : -
——~  — - H ) s adapted for running on cloud facilities.
) VirtualFarm003 S 10 — uster Head Node otume mirror
iriualFarm 172.16.261.3 = © Nodes are never idle o P o T = Heod Nod Yol ‘ Bricks I Bricks
L [Seconds] P § T p——
D Deployed for ATLAS, LHCb, CMS!? and Helix Nebulal¥/ 0 0 0 Deploy a Cloud-Daé ad anc e
Monitoring >15 cloud providers . 1 ][ 2 Jm == — = 0
Already extracted and stored ~440 GB of raw metrics (not aggregated) ° Grid-enabled cluster Figure 1. Architecture of DII-HEP Cloud
| T ° PATHS To ELASTICITY. ELASTIQ A"D o“EFLO * We combine the elements of Cloud and Grid software components e
° Cloud interface
* We manage the VMs dynamically in an elastic fashion. | .
O e Elastiq is a custom Python daemon Example use-case: The ALICE Virtual e OneFlow is an OpenNebula tool to Example use-case: BESIII GRID Tier2 hg h y . Y . dth . OpenStack Cloud Components
[https://github.com/dberzano/elastiq] Analysis Facility (VAF) deploy clusters of VMs with o master service is a CREAM CE * We use the EMI authorization service (Argus) and the Execution Cioud Contraer
U FRE o uses the ECR interface to [J. Phys.: Conf. Ser. 368 (2012) 012019] dependencies o slaves are DIRAC GRID worker-nodes environment Service (Argus-EES). S =4
communicate with the cloud- o the tenant deploys 1 single VM (the o designed for load balancing applications o 1 pas i PBS (not cloud-aware) * Plugin developed for Argus-EES that can communicate with multiple VMs Based Services N
controller master) (user cannot gurrently decide which o worker nodes publish the number of OpenStack deployments to expand and shrink resources on-demand. = {Worker Nodemrrzm |y
Z ﬁh @ (can work on any cloud) e Elastiq configuration and workers VMs to undeploy) > pul e to OneGat . L HIP H | for traffi t and it N [ Worker Node Worernd ©
= o plugin implemented for HTCondor configuration specified in master o SCALE UP: 1 VM at the time when there queued/running jobs to OneGate \\ everage protocol tor traffic management and security. ; orker 2 e o
D 2 | LRMS (cloud-aware) context are queued jobs AVI;T:V,"C;:‘T(DCMEl;ng <> Worker Nnjde H g
g' e SCALE UP: when jobs in queue e SCALE DOWN: when all jobs are T p iWorkerNode WM (S
m 2 o SCALE-DOWN: when specific VM is finished \Z1(IE] ’ng our ,mp ementation < Worker Node _mrrzal !
§ sdle N ————————>{iortriiode rm
D 16:57:44 09/04/2015 (1l New state: RUNNING Pros of the OneFlow approach: * The constructed virtual cluster is Cloud-based and Grid-enabled Tl e (TTTTTITI
17:83:4 0o/0413015 1y ow siove: g o 102100 ; N Grid Interface
e 78t amyaot | New e Cooioon o easy to configure a cluster as a single » OpenStack used for the Cloud and the Advance Resource Connector —
< 17:05117 09/04/2015 [1| Role WN scaling up from 2 to 3 nodes service from the OpenNebula GUI ARC) f he Grid X
VAF WORKERS 51 0004 Sl (ARC) for the Grid. Figure 2. DII-HEP Cloud
. o 7 Siare: RUNNING. e scale up/down manually . . . .
I elastic application 0510442015 1 Role WN scling down fom 310 0 s * Analysis software and libraries provided through CERNVMFS.
09/04/2015 [1) New state: SCALING e change worker-node context on the fly . B .
B: alarm RAM Drive usage @: clean dead hosts from RRD DB @ backup the RRD DB 09/04/2015 1) New state: COOLDOWN . Cloudburstlng towards other commun I'[y ClOUdS. ) < Y
LLI . e » CPU intensive CMS jobs CRAB jobs were run with and without the HIP P {(oervoses grrm |
+ The Ganglia server is deployed, configured and managed through S S @ e S protocol to study the difference in CE and workernode CPU and NN / Public Cloud
(‘_I'J 2 Puppet GRID NODES “13 jabs ; network usage. The jobs were run for about 170 min and each test was Ui T D
m P « Ganglia’s gmetad daemon polls gmonds periodically and stores the static application  submitted Sufr:isﬁed [ & jobs \\runnlng for about a week on 200 concurrent Jobs. / Ny - - s
RRD metrics in a RRD database sitting inside a dedicated RAM drive SCALE UP finished 1 IPSEC Communication
< Extractor,” JSON + Ganglia Web accesses the RRD DB and generates the web Ul ," : — N\ I ‘ a I
+ Time-series monitoring data can afterwards be extracted and T N 2 YT TN
N . ° - " - . : : o . ” . o e a0 1 i | ool ||
repurposed to serve consumer accounting, data analytics and others oo v sl e S e bl f W Cm‘r g | mmesand GrirTpbased , [ | Computing Element grzm )
J i “ i Tl g [ ' I S (" otwep (rivate cloud)
i I i | H i iy : > N \
\ !HHHHI ([ =
Yo = W o { N Worker nodes g/
ckin — = = [ OUTLOO e , o
*\(“a 9 « Ganglia's data is used by an Accounting system!l as a reliable source T K Figure 3. Cloudburstmg
[ = " : E CPU CE vs CPU CE HIP CPU workernodes vs CPU workernodes HIP
I l I IS 2 for measuring the resource usage from the consumer’s perspective 1 lici
c?l -  Later, the comparison of consumer/provider and cloud/site accounting VM Management tools Scale down policies Next steps The Host Identity Protocol (HIP) has been designed for
D - triggers the need for resource profiling e OneFlow in its current implementation is not e Large 6-8 core Virtual Worker Nodes are not e Split the ALICE farm: static large WNs to keep | | mobile networks and it provides a secure method for IP
—_— > = : ) + Since most times (within clouds) resources are seen as black boxes, optimal for this use case ideal for this use case the number of VMs low, smaller WNs for the ( . i mobility and multi-homing. HIP separates the end-point
4 01860 [CPU Time | events] . : ; i H H i : identifier and locator role for IP address which improves
. . | benchmarking computing resources w.rt. experiment workflows e Most LRMSs used in grid sites (e.g. PBS/ e No hint from job statistics means wasted elastic component | network agility of applications and the underlyingp
~ Cloud A | becomes essential in order to evaluate performance and costs Torque) are not cloud-aware and cannot easily resources while the node waits for longer jobs e Deploy a separate HTCondor CE for the elastic virtual machines.
oo e T Cloude s + With the undergoing adoption of clouds at the WLCG, resource cope with nodes appearing and disappearing to finish component .- . - o
D e o 3 {)ro:hnlg take‘sh :‘n 'mp(’"f‘gtm’ge in the task of comparing cloud e HTCondor is a better candidate @ Need to keep some (small) WNs in draining e Define policies and parameters for scale up CE network vs CE network HIP Network workernodes vs network workernodes HIP 7§$FERLE(§’CE5? pEerola OK TLindéns Tarkoma, | White, A scalabl
oo o 2 echnology wi e curren servers ) N : : : .Toor,L.Osmani,P.Eerola,O.Kraemer, T.Lindén,S.Tarkoma,).White, A scalable
= y e OneFlow for large saturated use cases, Elastiq mode all the time and scale down of this application infratructure for CMS analysis based on OpenStack Cloud and Gluster fife
—l - -3 for smaller virtual farms system, J. Phys.: Conf . Ser. 513 062047
l | w g of = References . ; J.White, $.Toor, P.Eerola, T.Lindén,0.K ,L.Osmani,S.Tarkoma, Dynami
1o ! [1] Ganglia Monitoring System: http://ganglia.sourceforge.net/ The present work is supported by the Istituto Nazionale di Fisica Nucleare (INFI) of Italy and is partially funded under contract 20108T4XTM of Programmi di Ricerca ifica di i (PRIN, Italy). ° The_ vi rtyal CIUSter.has been mlgrated from the test SetUP at Fhe Provi‘s/iningo g; ResZLorcaes /nma i!nybr/drl:efgse[ruc(::yag)&ISaGrCC?zr(")?A:)UY[I;a,m’C
O - [2] ATLAS, LHCb and CMS Ganglia monitors: http://agm.cern.ch/ , University of Helsinki to the cPouta laa$ at the CSC Kajaani Datacenter. International Symposium on Grids and Cloud (I5GC) 2014, Taiwan
o F;;”X'c‘lg‘sfn’;‘g(‘)’m:r‘:éfc/‘;ﬁ“g;ﬂ";el A N . Stefano B ascol. Dario Berzano?. Stefano Lussol. Massimo + The new setup is being taken into test usage. L.Osmani,S. Tarkoma, P.Eerola,M.Komu, M.J.Kortelainen, O.Kraemer, T.Lindén,
I Cloud Marketplace”, CHEP2015 Poster 216 agn. ’ ’ ’ /) * The largest Finnish CMS/ALICE physical cluster is planned to be 5~Tf1/0ﬂJ»V§hli)le/ TdolVPJW;]WOé fhé; ?“-:’éﬁﬁ%m‘favk based CMS data
[4] Cloud A t rtal: http:/cloud-acc-dev. .ch/ g . analysis, Submitted to J.Phys.:Conf.Ser., .
4] Cloud Accaunting poral: hto/dou-ace dex.cem. o Masera’3, Sara Vallero'® on behalf of the STOA-LHC project INEN replaced by this cloud setup.

CERN-IT-SDC

" CHEP 2015 Okinawa Japan, April 13 -17 2015 : ganglia-di
Support for Distributed Computing inawa Japan, April 13 Contact: ganglia-d

1 Istituto Nazionale di Fisica Nucleare; ® CERN; ® Department of Physics, University of Torino L/

= Monitoring the Delivery of Virtualized * Managing competing elastic Grid and * The DII-HEP OpenStack based CMS
Resources to the LHC Experiments Cloud scientific computing Data Analysis for secure cloud

® https://indico.cern.ch/event/304944/session/ applications using OpenNebula resources

9/contribution/111 ® https://indico.cern.ch/event/304944/session/ ® https://indico.cern.ch/event/304944/session/
9/contribution/387 10/contribution/278
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Atlas benchmarking
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ATLAS Preliminary Cloud Benchmarking
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Evolution of Cloud Computing in ATLAS 9

EXPERIMENT

* General a good overview of cloud computing in Atlas, worth a read
= https://indico.cern.ch/event/304944/session/7/contribution/146
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Cloud federation

* >
CERN openiab Basic definitions n CERNopenlab Federated authN & authZ
openstack openstack

CLOUD SOFTWARE
OpenStack: CLOUD SOFTWARE

An Open Source Cloud Managing System which allows implementors to:
-- Provision and manage compute, network, and storage resources quickly

Service Provider

| ~7 Y\ -
-- Monitor and alert on those resources " ~——
|
-- Auto-scale cloud resources et
i i : OpenStack identity
-- Standardize and control disk & server images D A packend
2. Do you know Federated
The Identity service that comes bundled with OpenStack. - CERN )
: _ N, N\ 5. User madenis has '
Keystone allows implementors to: 4. [user, pw] been authenticated. H e
-- Provision users, projects, roles i \ Here is the assertion | T Shibboleth
. p J . . . CERN ACtlve T ] (mod_shib)
-- Manage their authorization (and authentication) Director ) E »
¢ . . . 3.Authenticate
-- Programmatically discover implemented cloud services Y 114 "ket;"’i /‘
access b
. \ od g f 6. token
Cloud Federation: \_)
Deployment and management of multiple external and internal cloud
computing services to match business needs. A federation is the union of
. i L uca Tabin
several smaller parts that perform a common action. Credits Luca Tartariy
16/04/2015 Marek Denis — CERN openlab 7
16/04/2015 Marek Denis— CERN openlab 2

= https://indico.cern.ch/event/304944/session///contribution/226
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Experiment overviews: cloud activities

* There are good overviews at CHEP for the experiments (all
talks at CHEP: https://indico.cern.ch/event/304944/timetable/?

ttLyt=room#all.detailed):

® Atlas: https://indico.cern.ch/event/304944/session/7/contribution/146/material/
slides/0.pdf

® CMS: https://indico.cern.ch/event/304944/session/7/contribution/230/material/
slides/1.pdf

@ Belle Il: https://indico.cern.ch/event/304944/session///contribution/294/material/
slides/0.pdf

e LHCb: https://indico.cern.ch/event/304944/session/7/contribution/269/material/
slides/0.pdf

e BES lll: https://indico.cern.ch/event/304944/session/7/contribution/212/material/
slides/1.pdf
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Summary Track 8: Performance increase and optimization exploiting hardware features

the art x86 architectures, R. Schwemmer et al.

Performance benchmark of LHCb code on state of I h e RO I e Of M e m O ry
. CPU Decisions/s Decisions/s NUMA Gain
We have parallel HEP data processing NoNUMA  NUMA

9 Stu dy Numa effeCtS Intel X5650 (8 cores) 599.6 648.8 1.08 -
Opteron X272 632.35 682 1.08 w‘ %
Here: no MT but MP
. E_2630 v3 (8 cores) 865 986 1.14
Spawn children on same socket: no
uncore events = +14% decision rate e 1210 o7
Reco Standalone, real LHCb HLT application available on DVD!

550 55712
. N a5
g 647 1450
540 S364F

Average
Execution
Time Per 520
Job in

The same tune has different
effects on different workflows!

1400

1350
Seconds The Effect of NUMA Tunings on CPU
=0 Performance, C. Hollowell et al.
Numa Tunes Numa Tunes
1 N. Neufeld, T. Boccali, A. Singh, D. Piparo | CHEP15 Track8 Summary 16 April 2015

» https://indico.cern.ch/event/304944/
session/15/contribution/570/
material/slides/0.pdf
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|) Strong Scaling
« FPGAs and Accelerators

« CPUs CHEP2015 Motto:

. 10O "Evolution of Software and
Computing for Experiments”

2) Throughput and HPC

High Performance Data Analysis via Coordinated
Caches, M. Fisher
CMS Jet Analysis

/O

[ [—— PROOF plain (ke Grid
400 |- —+— PROOF sub-merger
[ | —— RAMCloud

70

Running time [s]
w
3

S [ Siope = 12.13 = 0.03 s/node T 00:21.0 mi

2 oo} Cache No Cache [ Atproportonalto i n=100: 5.4 min

5 [ - Slope = 0.61+ 0.18 s/node n=100: 2.5 min

s | i =100: 2.

o 50 I 200 - : — o — ..--L-

g [ I T

; ! ,.I--‘I'.-I--‘I

o A0 B III T
1 00 :-....-...4.. ;w .'.-'.‘.’. -..‘...'g‘."'-I"-A...m..'...I-.--‘I"“‘z"“-'-"""I"""- """ Lo "

30

'ZOS- 0' .............................
| 0 5 10 15 20 25 30
Number of nodes

Histogram merging: typical serial problem

10}

0

6 100 200 300 400
<«-s=-» -g00d ====-bad ...1> Walltime [s] |2k histos, |9M bins
University Cluster: /O intensive HEP data RAMCloud: BigData technology
analysis General purpose distributed storage solution
Provide an SSD cache to nodes via UFS competitive with highly tuned HEP tool
No ad-hoc protocol, jUSt declare consumed Large-Scale Merging of Histograms using
datasets in jC” Distributed In-Memory Computing, J. Blomer
19 N. Neufeld, T. Boccali, A. Singh, D. Piparo | CHEP15 Track8 Summary 16 April 2015
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Summary Track 2: Offline Software

Kalman Filter Tracking Using R in ROOT
on Parallel Architectures with the ROOT-R Package

» 85% (95%) of tracks found with >90% (60%) of the hits

h1

root [4] hl.Fit("gaus") C . h1 —

Value at minimum =101.673 140:_ Mean 0.008067

e Parallelization is implemented by distributing threads across 21 eta bins w20

. . . . . Minimizer is RMinimizer / L-BFGS-B ool xﬁfmom%;2$$g

» for nEtaBin multiple of nThreads, split eta bins in threads Chi2 101.673 g
NDf 95 80—

» for nThreads multiple of nEtaBin, split seeds in bin across nThreads/nEtaBin threads L

Constant

265
118.694 +/- 1.47659

60—

Mean 0.0138555 +/- 0.0101907 “or

* l|deal scaling indicates a large margin for further improvements.
« ROOTR provides easy access to R tools in ROOT and C++
» Package is ready do be released in the next ROOT production version (6.0.4)

« Significant speedup achieved both on Xeon and Xeon Phi.
« Easy to use directly R from ROOT prompt

#1 Mon: Reconstruction G. Cerati #6 Thu: Tools L. Moneta
Xeon - parallelized, vector size = 8 Xeon Phi - parallelized, vector size = 16 (int.) é
— 30 = Example of RMinimizer
o [ —e— Measured —e— Measured o
£ 25[ T
2 —— lIdeal Scaling —— lIdeal Scaling © ROOT 1 : f M ¥l - - 1 d : R
2 o ® plugin for Minimisation implemented using
N H
c © 5
E < 15 S « developed by Kirby Hermann (GSOC student 2014)
= N C
o S F I
= - 10— o o . . o e .
S : L iz » give access to R optimisation tools when fitting or multi-
= 5 : 8 k i ¢ G . .
5 : : . . & dimensional function minimisation
7 - - P | [P B R B B P 2
3 0 50 15 20 25 0720 740 60 80 100 120 140 160 180 200 220 240 = . :
8 Number of threads Number of threads 2 » based on R optim and optimx packages
T S
c =
g e Run full track building with combinatorial expansion of candidates qé) ROOT: :Math: :MinimizerOptions: :SetDefaultMinimizer ("RMinimizer” ,”L-BFGS-B”) ;
S » ultimate physics performance, slower T hist->Fit (“gaus”) ;
o
(@)]
©
-}
(@)
c
®
3
5
o
(7))
[ C . [
e Large speedup achieved, both on Xeon and Xeon Phi - § %’ Sioma 0 990906  +/- 0 00741443 o =
m) * upto ~5x on Xeon and >10x Xeon Phi £ c L § | . i £
= ta/ PH-SFT -3 -2 -1 0 1 2 3
» speedup saturates above nThreads=42 § o 58 e §
Z ¥ 3 e

* ROOT-R package gives access to ROOT users to the R capabilities and its rich

 hitps://indico.cern.ch/event/304944/session/15/contribution/572/
material/slides/0.pdf
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Summary Track 3: Databases, Storage, ...

DB - New technologies evaluation

NoSQL technologies for the CMS Conditions Database (R. Sipos)

Evaluation of NoSQL databases for DIRAC monitoring and beyond
(F. Stagni)
Studies of Big Data meta-data segmentation between relational
and non-relational databases (M.Golosova)
— Performance evaluation of various products:
InfluxDB, OpenTSDB, ElasticSearch,
MongoDB, Cassandra, RIAK
— Goal - optimize search, increase speed,
aggregate (meta)data, time series
— All evaluations show promising and
better results, compared to standard
SQL technologies
— Some are are about to be put in
production
— More work ahead...

HOW TO WRITE A CV

A ()

Leverage the NoSQL boom

Event Indexation and storage

The ATLAS Eventindex: architecture, design choices,
deployment and first operation experience (D. Barberis)

Distributed Data Collection for the ATLAS Eventinde (J.
Sanchez)
— Complete catalogue of *all* events in ATLAS

— Billions of events amounting to 2TB of raw information for Run 1 (twice
as much for Run20

— Web Service search - seconds for a search on a key, minutes for
complex queries

— Uses Hadoop at CERN

— ActiveMQ as messaging
protocol to transport info
between producers and
consumer, data encoded in JSON

» https://indico.cern.ch/event/304944/session/15/contribution/573/material/slides/
1.pdf
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Summary Track 4: Middleware, software development and tools, experiment frameworks, tools for
distributed computing

Middleware

Job Management / Pilots Tools

« We have seen how MIRA became the primary * From ATLAS we saw an interesting
Alpgen event generation site for ATLAS new way of developing web Iinterfaces

\ via integration with PanDA Developer Users
< i -

Mira - Leadership-class Supercomputer at Argonne .
— B Progress using

MIRA SPECS 50M hour HeADaa
e [ 1600 M Pucr ALCC awa r'd Machine: MIRA
s v e Allocation: 50,000,000
: e 48 Usage: 34,234,852.67 (68.5%)
2014-07-01 to 2015-04-12
15— | o
l. 0% <= % < 16.7% of Production Resources ) 16.7% <= x < 3% of Production R " 33y x 100% of Pr n R rce I
R 786,-432 s —— ON TRACK RATE
1L 1 RAAY B0%
‘ OUD Rtk
| Tos SD 70%
o lnfesrmned -
384 « |fNEDES e0% =
PEAK S —
PERFORMANCE of —— 50% = 5"
10 Petaflops - =
o e -
#537) - = :
10% -
Okinawa, | le Web LA
o
aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa #1 67
S

= https://indico.cern.ch/event/304944/session/15/contribution/574/material/slides/0.pdf
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Reports on ROOT 6 and beyond

* Conclusion

wo tjets + X, 60 1b’

Where Are We Now: CMS Example

Memory

* ROOT Modernization underway

— Starting to add new API that will overtime replace then * pp—ttbar events @ I3 TeV (event loop):

deprecated historical API — Generation & Simulation: =6% RSS wrt ROOT5
—Making writing [physics [analysis]] code even simpler, = Yes, better than ROOT5 ©
more intuitive and more robust — Reconstruction: +4% MB RSS wrt ROOT5

: .. L * RSS variations: depend on amount of interpreted functions
» Main Driving Principles

L. — E.g. cuts specified in job configuration
—Simplicity

—Robustness
— Performance Runtime: ~Identical in the event loop &=

- Embrace multi-tasking and vectorization

—Provide even better features

— Continue our many collaborations (e.g. Python, R, 1I/0) Also thanks to experiments’ flexibility and
willingness to make this happen — thank you!
Phi"ggft_cce/:r':‘i\h CHEP 2015 - Okinawa 13 April 2015 19 16/4/2015 CHEP2015, Okinawa - Track 4 13

* Many updates and improvements, Impressive work on optimization and validation,
Path to APl transformation. Strong collaboration with experiments.

= https://indico.cern.ch/event/304944/session/4/contribution/411/material/slides/1.pdf
aF Fermilab
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Summary Track 6: Facilities, Infrastructure, Network

Session 2: Tue 14:00 h — 16:00 h [C209]........... & [rends from the track

* GridPP — preparing for Run-2 and the wider context (Jeremy Coles / Cambridge) * Consolidation to using more flexible/scalable tools, at all levels

* Getting prepared for the LHC Run2: the PIC Tier-1 case (Josep Flix / PIC) » Costs optimizations at the Facilities & Infrastructures

 Scheduling multicore workload on shared multipurpose clusters (Jeff Templon / NIKHEF) * Transtition of established services (as of today) to more flexible solutions
- Active job monitoring in pilots (Manuel GIFFELS / KIT) * Services asy-to-operate, and at scale (i.e. changes at many sites)

e Migrating to 100GE WAN Infrastructure at Fermilab (Phil DeMar / Fermilab)

* Monitoring WLCG with lambda-architecture: a new scalable data store and analytics platform for
monitoring at petabyte scale (Luca Magnoni / CERN) * Network is becoming more and more important 2 we’ll have

* A Model for Forecasting Data Centre Infrastructure Costs (Renaud Vernet / CC-IN2P3) * |Pv6 for sure... SDNs / Named Data Networks in production?

* High-Speed Mobile Communications in Hostile Environments (Stefano Agosta / CERN)  Better tools and techniques to monitor “data”

* A few computing sites presented their readiness for LHC Run2

* Required substantial R&D and tuning: new protocols, data federations, .. + which will positively impact in the quality of the work done

* Costs concerns / reducing costs:
* Detailed studies on estimated efforts for site tasks
* Detailed studies on hardware costs, electricity costs and trends

17th April 2015 CHEP 2015 ;4 ##A& & — Summary Tracké6 — P. DeMar, J. Flix, P. Hristov, H. Meinhard, E.

* Even, a paradigm change in the way we exploit resources at the sites

* Increased networks around (full deployment of 100 GBE elsewhere)

better use/monitors

» subject to revision cycles: what’s good today, cannot be used in the future (challenge)

* Better tools for us to better interact, share our results, share knowledge

Yen

* Infrastructure improvements (free-cooling techniques, UPS upgrades, ...) = https //| nd |CO cenmn. Ch/eve nt/

* Detailed plans / costs for network upgrades

* Deployment of more flexible, cost effective and easy ways to operate services 304944/SQSS|O n/1 5/

* Batch system consolidation (HTcondor, moving from CREAM-CEs,...)

* Cloud resources R&D / VAC context CO ntrl bUthn/575/m aterlaI/

* People operate/run the services, perform R&D, tuning, ask/drive projects

* You(we) don't want to lose people! SlideS/O. pdf
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Monitoring

CERN

\
NS

Big Data Analytics as a Service Infrastructure:
Challenges, Desired Properties and Solutions

Manuel Martin Marquez
CERN- European Centre for Nuclear Research

Manifesto

CERN’s accelerator complex and detectors are an extreme data generator, every second an important amount of comprehensively heterogeneous data
coming from control equipment and monitoring agents is persisted and needs to be analysed. Over the decades, CERN has applied different approaches,
teck and technologies. This has minimized the necessary collaboration to deliver cross data analytics over different domains. Essential to unlock
hidden insights and correlations between the underlying processes, which enable better and more efficient daily-based accelerators operations and more
informed decisions.

The proposed Big Data Analytics as a Service Infrastructure aims to: (1) Integrate the existing developments. (2) Centralize and standardize the complex
data analytics needs for the CERN'’s research and engineering community. (3) Deliver real time and batch data analytics capabilities and (4) provide trans-
parent data access and extraction-transformation-load, ETL, mechanisms to the different and mission-critical existing data repositories

Data Analytics Objectives
Optimize CERN’s Controls:

Technical Challenges
L Corective nterventions J Data Access and Repositories Integration ...

sty Sysoms._Tecnial Persist large amount of heterogenous data

\coess System,
T;E::g \uz;‘uz\.‘ s Syst ¢
- NEEWZ:;"MW -Cryogenics, vacuumm, power converters...
N )C""”“‘S bl

l @ Millions of control devices (time series data)

Provide transparent and flexible data access

Near-Real-Time processing

Order of GBs per second - Low latency

Integrate pre-existing knowledge and inferred

Scalable and fault-torelance

Batch and micro-batch analysis e eCTE
T

Integrate different tools and frameworks A o I e o
|9 mm a0 ff

. Coonic -Sensors, actuators, monitoring agents
- Integrate exitisting control data repositories
Evolve CERN’s Control and Monitoring Systems

© pAaTA

ANALwTICS

B
f7uwos oo “HUEE

Educational Aspects
Data Scientist - General
New Professional Profile
——— Many dor_nain_s of expertise involved SN vowrons
platforms, " m 1 Data Scner\tlst P CEI.?N e -
Need to train engineering and contol teams

uENcH pROTECTION
icens.

hacking
skills  wachine
Learning

statistics, *
mathematics, <
=) data visualization,
monitoring,
o} (l LI L

o Research otc.

| Some Use Cases \
Faulty cryogenics valves detection \ \
Signals used: { "\/‘ |
S = aperture order - aperture measured !
Features extractions based on S
-Variance
-Percentile 99.9
-Rope distance — R(S)
-Noise Band — B(S)

M "
RS)= % 350 -S-1)
N BS)=

; ,,I“\‘ww\q- ”“M fiti
i wwm Wil iy

cloudera Automatic faulty valves detection system
IMPALR SVM - Support Vector Machine
Anomaly detection on beam screen cryogenics control
PID output (time series) segmentation
Segments characterization
Features extraction
Classification based on features

N

Al ON
s HEHE

ACHY(
i=[a[ala]a)
Tl OQOOD
1‘"‘1 , (N
i ]
L

e )
‘(ﬁ."‘%ﬁEszs

KINAWA, japan

\»
..’ g

."
CERN

openlab

CERN
NVl

» Big Data Analytics as a Service
Infrastructure/ Challenges,
Desired Properties and

Solutions

® https://indico.cern.ch/event/304944/
session/9/contribution/65
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AGIS: Evolution of Distributed Computing
Information system for ATLAS

OKINAWA, japan

A. Anisenkov !, A. Di Girolamo? on behalf of the ATLAS Collaboration

1 Budker Insti sics, Novosibirsk, Russia
2 CERN, Genevs

topology of the computing infrastructure used by ATLAS Distributed Computing (ADC) applications and services.
Being in production during LHC Run 1 AGIS became the central information system for Distributed Computing in ATLAS and

Key capabilities of AGIS

it is continuously evolving to fulfill new user requests, enable enhanced operations and follow the extension of ATLAS
Computing model.
Experiment view of Distributed Computing resources
The primary goal of AGIS is to facilitate, enable and define the relationships between physical computing resources provided by

various sites and ones used by the experiment. Providing an abstraction layer from the physical resources AGIS allows the Experiment to
define their own real organization of the resources.

The

direct dependency for clients but without duplicating the source information itself. Additional data models, object relations are introduced
in the system to fit requirements of ADC applications. Flexible approach of resource definitions allows the transparent declaration of any
virtual resource, like Cloud and HPC, which have recently become widely used by ATLAS computing.

Define the topology of Distributed
Computing resources. AGIS masks the
heterogeneity of computing infrastructures and
provides a consistent Computing model
definition for application services and
DEFINE developers.

system automatically collects information required by ATLAS, caches and keeps it up to date, removing the external source as a

©

HWI/SW resources Experiment usage

Connect physical computing resources to its
experiment specific organization. AGIS declares
information structures and relationships
between physical computing resources provided

GaTAY M

Regional Center

© Distributed Computing Resources

®

Regional Center

!

|

|

|

|

|

% |
= eai |
|

|

|

|

|

|

@ o p—— by various sites and ones used by the
HPC  Cloud  OM  GOCDB CONNECT experiment.
pledge
regional_center
Redirect
O Rediractor Collect topology relations and static
information about site specitics from various
O rrs information about sit ifics fi i
O e databases and external information sources like
. glite BDII, GOCDB, MyOSG, REBUS.
O Pertsonar 5 e ——— COLLECT
() Frontier country
state
® squid st specifics ) )
O saui Services Integrate site status and other dynamic
entral Service information of site resources and services into
© Contral Sorvi Experiment Site infe tion of it d services int
I the system (site downtimes, DDM/PanDA
—

cREA.cE

©CE flavours

ARCCE | GLOBUS. © SE flavours

blacklisting, PanDA queue dynamic properties).
Automatically keep information up to date.

B INTEGRATE
@ >
O
Declare various site configurations
> structures related to experiment usage of site
3 1 resources (Squid Configuration, Frontier
panda_resource N . y N
2 - usedby ;;-:. Configuration, PerfSonar Configuration, DDM
. £8 0 o @ <« B e e Access Protocols).
~ — state siete
Conptiing Elemente st commers o DECEARE
Storage Elements sanby el schedcontg data

——————————————————

e onarte |

xmooro|  sau

LCG.CE | HTCondor.cE

Data flow in AGIS / —

External sources Intermediate JSON cache

< cocos

s myose

& 8oil
s esTAT

PanDA

() sSB.

A

Operate information via User oriented
WebUI portal to easily browse and manage data.

Complete, organize, store and generalize
Site Configurations information model to cover any Experiment
specific use-cases and simplify user operations.
% L
| @@

o T e COMPLETE
prioty prorty o
(PANDA-Admm ATLAS Ul Y AAch
% N ADC applications and services OPERATE
e @ " Usage Statistics
S | © 800K requests in total per week
[ g

~

from 2k unique hosts,
, Downtime © Rucio Data Management 30 2ctively used AP endpoins
Qalendat @ — , access ToACache data
anDA services from each ATLAS node
Buialoadet RESTstle AP] & piot Factories © cacheable access for aggressive clents

for DB population Distribute data through unified interfaces

(REST style APl and WebUI portal).

collectors

———
s

eJSONexport 51 (s

1S DE GET API %
o M| e NAGIOS
. g 2L et S EED sam DISTRIBUTE
AL @ SLS monitoring
% [ @ data subscriptions S

data providars

© DatRl services © FT monitoring

Eo

2 WLCG Squid Monitoring

Play. Full support for ATLAS Experiment.
AGIS is central information system for ATLAS
Distributed Computing.

JSON DUMP © Blackiisting services

POST API © FAX applications

regular dumps
of topology dat
into JSON %yzckau:s @ Python Update API &2 HammerCloud © ARC Control Tower

o CURL like RESTHull API
to update data programmatically
© REST style bulk API ACT!

Master JSON data
exceptions,
@ missing objects,
o

G ATLAS nstalation System  § SW auto-setup service

local data.

L‘P Automatic agents @ Template based PandaQ
el - Template based PQ definition allows to inherit schedconfig
©ATLAS SW Instalaton Syster mK“S:::ﬁj:f{':;k and helps in ¢ declaration of MCORE, ANALY
::":::2‘:"::::;?" ) . from 11 urique hosts, and PROD resources behind same PandaSite. Any schedconfig
© Bulk update tools 8 actively used endpoints || parameters can be shared or overwritten in child PQ object.

http://atlas-agis.cern.ch

AGIS functionalities allow the ADC community, experts and shifters to and

P production ADC sy and Grid application

AGIS is evolving towards an experiment-non-specific information system.

T ————— B SATIAS

AGIS/ Evolution of Distributed
Computing information system

for ATLAS

® https://indico.cern.ch/event/304944/
session/10/contribution/168

General set-up

Monitoring + data stored in high-

M Kibana availability MySQL
(http interface) server

*'._. elasticsearch. » redundant step, but
allows for more flexibility

ilogstash + ltalian Grid accounting
now dismissing MySQL

s N

Custodiall
Accounting DB + the framework was
(MySQL) developed to monitor

d user activity within the
TProofMonSenderSQL VAF

s N

ALICE Virtual
Analysis Facility
(Root)

Zabbix DB
(MySQL)

DB

Application | BESIII Tier2

+ as a proof of concept
also retrieve info from
Zabbix DB, some

- L@ custom view wag .
laaS OpenNebula [ _cqr created to ease indexing
CHEP 2015 - April 13-17 - Okinawa S.Vallero 5

= Integrated Monitoring-as-a-service

for Scientific Computing Cloud applications using the ElasticSearch ecosystem
® https://indico.cern.ch/event/304944/session/7/contribution/389

The Flow

> logstash

} elasticsearch

} kibana

Tigran Mkrtchyan | Visualization of dCache accounting information | Date | Page 9

= Visualization of dCache accounting information with

state-of-the-art Data Analysis Tools
® https://indico.cern.ch/event/304944/session/4/contribution/45
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WLCG Status and Readiness for Run2

W‘ie Most relevant achievements 1/3

Worldwide LHC Computing Grid

* Deployment at the WLCG sites of the XRootD federated data storage
for the FAX (ATLAS) and AAA (CMS) projects

—> Monitoring, third party plugins, SAM tests, deployment instructions

Geidashbc Transfer Throughput H CPidash
2013-01-01 00:00 to 2015-04-07 00:00 UTC GrldFTP

20k A Ik T

Transfer Throughput
2013-01-01 00:00 to 2015-04-07 00:00 UTC XROOtD

2 d

2k

ﬂ Bliaseind

Throughput (MB/s)
=
Throughput (MB/s)

5k

| »
mlllllllllllllllllllllllllll
B &

T T T T T T T

,‘& Ll T T T T T L} T T |\
= i S
A Sy e L N &
> 5
,.'Sh -’LG!' "P "E‘z-"\ ”p'@ ”Ir@'
|\ M atlas  cms B0 Ihcb | [- alice MM atlas  cms

XRootD traffic is increasing: accounts for 1/3 of the GridFTP traffic

11/Apr/2015 WLCG Collaboration Workshop, Okinawa, Japan 6

W‘:E:G Most relevant achievements 3/3

Worldwide LHC Computing Grid

 Successful shared use of the common resources in multicore mode by
ATLAS and CMS has been achieved

— Discussions to optimize the usage in popular batch systems (dynamic partitioning)
— Paved the way to exploit multicore resources efficiently

PIC CPU farm utilization [*

multicore jobs running at PIC by users

45% of farm

0

e |

260 1 CMS
250

- [l ATLAS T1

B ATLAS T2

Wed 0000 Wed 12:00 Thu 00:00 The 12:00 Fri 00: 00 Fri 12:00 Sat 00: 00
Tk Awg: 4.0k Max: 4.7k
it

Active
ssors Used M 4

Controlled ramp up of multicore resources reduces draining impact on farm utilization
98% full farm while ramping up under combined pressure

11/Apr/2015 WLCG Collaboration Workshop, Okinawa, Japan 9

» http://indico.cern.ch/event/345619/session/0/contribution/7/material/slides/0.pdf
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WLCG Status and Readiness for Run2

W"E:G WLCG Operations :: facing Run2

MESSAGE: WLCG Ops & the Experiments are ready for Run2

 What can we expect to occur during Run2?

—> Middleware support could become an issue, if unattended
—> Migrations to new batch systems at the sites <

* Tier-0 and some Tier-1s already started tests and drafted deployment plans
—> Migration to a new 0S?

—> Passing job parameters to batch systems to optimize scheduling wuws
* Events complexity - More multicore & high memory jobs

> More demanding network & IPv6 deployment <
* Better monitoring & troubleshooting / increase of bandwidth capacities at sites
* IPv6 compliance of the middleware and the experiment software is crucial to allow
for IPv6-only resources

- More flexible ways to exploit resources at Tier-1s/Tier-2s <
* And use of opportunistic resources, including HLT farms during LHC operations

-> Exploitation of Cloud Resources in regular Ops? (commercial/public) <

11/Apr/2015 WLCG Collaboration Workshop, Okinawa, Japan 21

* http://indico.cern.ch/event/345619/session/0/contribution/7/material/slides/0.pdf
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WLCG security

Identity federation

* |dentity management basic building block " Malvertisement
. . . . n Gateway Servers - Compromised websites
» Expected in every future computing e-infrastructure services Magnitude Customers D

- Underground market
* No longer one account per service ; Just one global identity

- Phshing/Email

Filters to ensure users | *
meet requirements:

- socioeconomic status
- relevance to exploits

Malicious ~ Countries, etc.

* (now hopefully) familiar goal: \ Paviosds

Stats

Malware Distributio
Servers

Payloads and URLs

w . %) periodical scans
& ] ) -
z|8 5
i i
Sl 3
J% . )}
; : e g0 ; : ~
= o ) £
= ' £ ’
QI . 8 0 ) ) Q
q! (Magnitude EK - 31% of the market in 2014) Magnitude Admin scandyou

* Very good overview of what is going on in security especially in the world in connection to our scientific efforts:
® http://indico.cern.ch/event/345619/session/0/contribution/0/material/slides/0.pdf
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Database services during Run2

DB on Demand Additional Stats for DBoD DBoD new monitoring tool
. o DBMS's per Department * Openstack _
Self-service for provisioning, management, backup musoL MomcLe MposresaL ' [’;Féftgi*r’a(c'\/'ysm) - Appdynamics p—
] i ] ° - g | hciwty | [ s ][ Oueck | vewsv oL
- The number of deployed instances is growing 100 » Atlassian databases . Allows DBoD users to .- e
. LCG VOMS
- MySQL (85%), PostgreSQL (10%) and Oracle (5%) . . Geant4 troubleshoot ll Lid ‘l ‘ i | ‘l
- H loud db
1 ) © Webemat O performance problems eI LA L.
Number L e splee with a GUI interface el
Bdeoegloyed 2 « DRUPAL = = =]
| « CERNVM
nstances 20

- VCS
« |IAXO
BE DG DG EN F GS HR T PH TE * UNOSAT

EEEEE

‘‘‘‘‘‘‘

* CERN centric, also going hadoop

® http://indico.cern.ch/event/345619/session/0/contribution/2/material/slides/1.pdf
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Networking in WLCG

SO CDN

Network Engineers are investigating Physics requirements’

. . _ reduced load on long distance links
mterestlng solutions. improved performance for poorly connected sites

Solutions?
« cache servers placed in strategic locations of the Internet or
How would you really use P2P*? Do you care LHCONE, a la Google cache or Akamai (i.e. based on peerings
ith todav’s bandwidth? . rgther thaq geolocalisation) | | |
! Y ' N -/’]5@ « [ipv6] multicast: datasets continuously streamed into multicast
What are your problems? * H - groups

- solution yet to be designed and developed!

T

@ 5ot BN @eneRGY

* http://indico.cern.ch/event/345619/session/0/contribution/1/

material/slides/1.pdf
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WLCG monitoring

Architecture evolution
CU rrent arCh iteCtu re Taking inspiration from Lambda architecture

One_technology does not_fit_all —TTTTT

w
Hadoop/Map

Reduce
for

Data

0 Z> 0 |

archiving and Data
batch serving

processing layer
— Elastic

In-memo search
real time ﬂ P

Modular design of the processin | Batch for slow reliable and
ORACLE is currently monitoring components is g stateless processing
used for data archive a mandatory condition for (Esper/Sp | In-memory for fast, complex
- ’ painless and transparent ark?) ' and incremental computation
data processing and migration to a new Results are served from a
data serving layer technology stack

dedicated 'serving layer’

cﬁw
\\_/

= great look at the future: not SQL, but hadoop + elasticsearch
® http://indico.cern.ch/event/345619/session/0/contribution/5/material/slides/1.pdf
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Batch systems: Two Years of HTCondor at the RAL Tier-1

Ongoing work & future plans Ongoing work & future plans

 Integration with private cloud « Simplification of worker nodes
— OpenNebula cloud setup at RAL, currently with ~1000 cores — Testing use of CVMFS grid.cern.ch for grid middleware
— Want to ensure any idle capacity is used, so why not run virtualized 540 packages installed vs 1300 for a normal worker node
worker nodes? — HTCondor can run jobs:
— Want opportunistic usage which doesn’t interfere with cloud users * In chroots
« Batch system expands into cloud when batch system busy & cloud idle * In filesystem namespaces
« Batch system withdraws from cloud when cloud becomes busy * In PID namespaces
— Successfully tested, working on moving this into production * In memory cgroups
— See posters at CHEP * In CPU cgroups

— Do we really need pool accounts on worker nodes?

« Upgrade worker nodes to SL7
: : : : « With the above, one job can’t see any processes or files associated with
— Setup SL6 worker node environment in a chroot, run SL6 jobs in the any other jobs on the same worker node, even if the same user

chroot using NAMED CHROOT functionality in HTCondor
« Will simplify eventual migration to SL7 — can run both SL6 and SL7 jobs

— Successfully tested CMS jobs

« Worker nodes and CEs could be much simpler without them!

38 39

= virtual facility like functionality (ask Andrew Lahiff, CMS person)
® http://indico.cern.ch/event/345619/session/0/contribution/15/material/slides/1.pdf
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Volunteer Computing

BOINC Wlth Virtualization The DataBridge

Experiment | Infrastructure | Volunteer
|
| 1 |
o
I
* t‘l‘ © 1
| : Framework | Message
| |
: | x : Queue Volunteer
| g ) : BOINC Project Server DataBridge
I
: ?h:::?:pper : DynaFed
T & =
| |
: ?? | 2 I
| \ Hypervisor : x/\( @
| : S~ |
| : N i
I CernVM -— B* l
e o SN T | |
l'._L_________J.-" CernV \"\‘ . : :
repository (i | ! http:/svnweb.cern.ch/tra
| i c/lcgdm/wiki/Dynafeds

CE/RW
{

NS

= using Boinc and VirtualBox + CernVM
® http://indico.cern.ch/event/345619/session/0/contribution/6/material/slides/3.pdf
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Optimisation of operational costs

MANCHESTER

A new type of site Storage
* Cloud

* WLCQG should provide tested and optimised disk images compatible
with any cloud infrastructure. Ideally, running a WLCG site should

mean running few (1-3) virtual machines with WLCG-provided images * Couples with other requests to “stick to industry standards”
configured by a small and well documented configuration file when evaluating new technologies.

* Have HTTP-based storage federations

* Some of these ideas more expended in the Resource Provisioning presentation

* A big number of sites are looking into CEPH as a storage

* Containers technology. Among many pros, it enables SSD caching

* WLCG should move to a model whereby site admins no longer are out of the box. This could be a game changer for more
required to install local services beyond core cluster functionality; efficient WAN transfers. So supporting CEPH as an SE
* WLCG should invest in containerisation of middleware services to technology could be very beneficial.

reduce the workload on sites. Keep the barrier of entry for potential
opportunistic resource providers at an extreme minimum: provide a grid
model but leveraging container technologies such as Docker or Rocket.

* Some of these ideas have started to be discussed also in the HSF context although
é’ not concentrating on grid services. é’

WLCG simple T2: ARC-CE, HTCondor

L New Technologies - G”dpp New Technolo gle S & erﬂ:

g

A “simple Tier2”

* There is this new concept of a “simple Tier2” but unless we
revolutionise our sites there is very little that can be removed.
Some suggestions

APEL box has been mentioned by several sites as a burden but it is
not strictly necessary

* ARC-CEs (and OSG) publish directly into APEL not clear why all the other
CREAM sites couldn't do the same

Push new sites towards ARC-CE which is simpler and more robust

* Push new sites towards Htcondor as community is building up

* Alternatively SLURM or if they can afford it UGE or latest LSF
Re-evaluate the need of an heavy weight BDII, mostly used for
service discovery and getting few unreliable numbers in Rebus.

* Are all the lines it publishes really needed?

* Service 1n itself is light weight if something fills the values for you. And
YAIM is fading.

é’ * Keep up the work to reduce the number of storage protocols

* Re-evaluate the need of an heavy weight BDII, mostly used for service discovery and getting few unreliable numbers in Rebus.
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Computing at the HL-LHC timescale: introduction

HEP Timescale Trends in HEP computing Trends — software
EDIDIVIDOEDEDEDIDEDEDIDI 4 1 Distributed computing is here to stay T w archiacturoe,peralicim overyahre, vacionsation, data

= Actually we had it 30 years ago, and seriousl structures, etc.
15-20 ;lears ago 4 90 HSY 1 Set up HEP Software Foundation (HSF)

=  Community wide — buy in from major labs, experiments,

2 ldeal general purpose computing (x86 + projects

{{e]3]

I

S - | ] l
Constitcs Physics Upar  LEP I
I

|

: =  Goals:
LanX may be Close to the end Addlres_s r?pidly growig% needs for simulation, reconstruction and
_ : = Mav be more effective to specialise analysis of current and future HEP experiments,
Fhibs HL-LHC y o P Promote the maintenance and development of common software
GPU and other specialised farms projects and components for use in current and future HEP

experiments,

B [veles HPC machines Enable the emergence of new projects that aim to adapt to new
” Commodity processors (“x86”, ARM, etc) technologies, improve the performance, provide innovative
. Lo capabilities or reduce the maintenance effort,
= Used for different purposes — lose flexibility but Enable potential new collaborators to become involved,
may gain significantly in cost Identify priorities and roadmaps,

Promote collaboration with other scientific and software

I .
, FCC CDR & Cost \ o\':’ q ‘i’ domains.
' 23 March 2015 lan Bird; FCC Week 6 ‘ 23 March 2015 lan Bird; FCC Week 11
wLCG wLCG
YEARS /ANS CERN YEARS /ANS CERN

= CERN Council decided that HL-LHC Evolution of facilities Evolutlon of structure

Distinguish between infrastructure and high level tools

makeS prO posal ’[O be part Of ES FRI 0 Today we have LHC/WLCG as the computing facility Q \IflVEePn?ed r’go C(;ntlnue to bu_|Ic]1c and evolve the basic global
2 Recognise that between now and FCC, we have +others) computing infrastructure
® European Strategy Forum fOr ResearCh poten%a”y many international facilities/collaborations =  Networks, AAA, securlty policies, basic compute and data
involving global HEP community infrastructure and services, operational support, training, etc.

Infrastructures, was submitted end of March

= Bearing in mind we have possibly many international or global * This part MUST be common across HEP and co-existing

HEP challenges: Neutrino facility, ILC, CLIC, FCC and others science

= Ask ng general q uestions of where as well 2s large experiments such as Bellel that ask o use " This part must aiso be continually evolving and adapting vitr
= And not forgetting the possible commonalities with related 2 Need a common repository/library of proven and used
tO gO, hOW tO eVOIVe, WO rth d read ' prr]ojec(’;s (SP%A, LgST, CTA, etc) where facilities may be heavily middleware and tOOI?S g yorp
. . share = A way to help re-use of high and low level tools that help an
0 htt[) ://| nd 1ICO.Cern. Ch/eve nt/34561 9/ 0 What is the process to build on our working infrastructure _expelyiment lg)uild a compugting system to make use of thg
' to evo:cve towards HL-LHC, FCC, etc. serving the needs of infrastructure
g g i i these facilities and learning from them? = The proto-HSF today could be a seed of this
SeSSIOn/1 /Contrl bUt|On/23/m aterlal/ 2 How should WLCG position itself to help build a common 2 We must try and make this a real common effort and
I|d /1 df global infrastructure that evolves through these coming remove a lot of today’s duplication of solutions
S eS . D facilities? = While retaining the ability and agility to innovate
y he cost of continuing to support unnecessar du lication is too
g ‘ WEG 23 March 2015 lan Bird; FCC Week 12 g ‘ Wﬂgh 23 Mar h20159 pp y p
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Computing at the HL-LHC timescale: Atlas

Scale Numbers How hard does it get?

Events per RAW per RAW data per
year Event year

HLT Output Event Generation

* Not intrinsically harder at high luminosities, however better generators and studying rare
processes will mean using more cycles; volume increase to scale with events

Simulation

* Main scaling of simulation per event is with energy (so ~constant in Runs 2, 3, 4, ...);
however, more data needs more simulation to accompany it, so volume increases

Digitisation
* More or less linear with pile-up as background minimum bias events are layer on top of
signal events; more simulation = more digitisation

Reconstruction

* Definitely very hard at high pile up; scaling is naively u! (factorial) for tracking; certainly the

. . . . . . H H . . . h | .
« Assuming an (optimistic) physics beam time of 6M seconds per year biggest challenge faced in software; combines with volume increases

Analysis

. -1
« However, this is the target for HL-LHC to collect 300fb  per year | | | | | |
* Most likely linear with data volumes, but analysis can already be i/o bound; thus i/o

o What will the relationship between RAW data and derived data be? becomes a serious problem; need to optimise across huge range of workloads

» good overview, worth a read
= http://indico.cern.ch/event/345619/session/1/contribution/9/1/material/slides/0.pdf
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Computing at the HL-LHC timescale: Atlas

41

Integrated Simulation Framework

Single framework for simulation
Simulation engines act like services

Choose engine based on particle
type and region of interest

Mix simulation types within a single
event

push()

particle collection

ParticleBroker

AthService
SimSelector6
push()

ID Routing Chain
Array of AthAlgTools

SimSelectorl

SimSelector2 SimSelector3

Calo Routing Chain
Array of AthAlgTools

SimSelector4

SimSelector5

MS Routing Chain
Array of AthAlgTools

SimSelector7

Full potential realised when
combined with fast digitisation and
reconstruction

full fast full ~20
fast fast fast/full >100
Rol guided fast/full ~100

Calorim

default FastCaloSim

eter I

around electron:
use Geant4

particles in cone

* Full model used in Geant4 with 4.8M placed volumes

* Reconstruction model for fast tracking

* reduced complexity

* material projected onto surfaces

* Fast extrapolation engine

* embedded navigation replaces voxialization

* Fatras simulation engine

* re-uses track reconstruction infrastructure
e combined with particle stack and fast physics processes

» optionally: fast digitisation codes

example ISF setup

= good overview, worth a read
= http://indico.cern.ch/event/345619/session/1/contribution/9/1/material/slides/0.pdf

Andy Salzburger, ElImar Ritsch

ATLAS G4 tracking ratio
crossed volumes in tracker 474 95 X5
time in SI2K sec 19.1 2.3 x8.4
10

Oliver Gutsche | CHEP 2015 - Highlights

Fast Simulation: FATRAS

* ATLAS has 2 geometry systems (not special)

Andy Salzburger, Markus Elsing

21. May 2015
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Computing at the HL-LHC timescale: Atlas

Mother

New Framgwork: — \e--0-8
GaudiHive

Computing in 10 years.

Event 3
. I\/Iemory constraints, espQC|aI|y on non—Xeoq server « This is very hard to predict, but
architectures make reducing memory footprint Event 4
imperative LH_)* « Certainly need custodial storage for RAW data
« High luminosity and hard tracking conditions only Different[lgorithms * Large quantities of disk for online data
increase this pressure « Fronted by smart caches of fast storage?
. . Run2 AthenaMP multi-processing: Each worker o . _ _ _ _
* Need to move to a multi-threading framework (beyond uses a separate process, but read-only memory  (The trick is not to cache what we just used, but what we are just going to use — hinted pre-caching
AthenaMP) pages are shared via PanDA, ARC)

« Memory savings can be huge as all heap  Will need to manage carefully volumes of derived and simulated data
memory is shared %\@;Q—/:Q @—' « Archive to tape more aggressively than in the past
* However, a more difficult programming model as « Storage services and compute services could increasingly decouple

threads can interfere with each other: data races . »
« Fast, smart networks funnelling data where it's needed
and deadlocks

» Allows for easier use of heterogeneous resources

* Development to introduce parallelism into the Gaudi |
framework used by ATLAS and LHCb « HPC, spot priced clouds, BOINC, ...

- Take advantage of parallelism between algorithms 3 E_»Q » Classic WLCG sites will probably get bigger and more efficient

and across multiple events  Evolution towards wider scientific remit (HPC/HTC convergence) as well as reducing costs and
maintaining expertise

. Schedulelr IS data flow driver, bgt control flows can Run3 multi-threaded reconstruction: Colours | | | |
algorithms; all one process running multiple
threads
13 16

good overview, worth a read
http://indico.cern.ch/event/345619/session/1/contribution/9/1/material/slides/0.pdf
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Computing at the HL-LHC timescale: CMS

CMS Upgrade Strategy - Overview Estimating Resource Needs
Hpgmieies A0S eligelig Complete original detector . : -
Completes muon coverage (ME4) * CMS is planning for 5-7.5kHz of data in CMS

Address operational issues . .
Start upgrade for high PU Phase-Il. In this scenario CMS would collect

25B-3/B|raw events per year

Improve muon trigger (ME1), DT electronics
Replace HCAL photo-detectors in forward
and outer (HPD - SiPM)

st < <3 — Estimating from the current software and using the
. . —_ upgrade simulation we see that each of these events is
< T > more complicated to reconstruct and larger than the
Phase 2 Upgrades: 2023-2025 events we will collect in 2015
Phase 1 Upgrades 2017/18/19: (Technical Proposal in preparation)
New Pixels, HCAL SiPMs and electronics, L1-Trigger * Furthler Triggelr/DAQ upgrade
Preparatory work during LS1: * Barrel ECAL Electronics upgrade Pil : . +
_ . Track | ¢/ Track Tri ile-up Reconstruction time AOD size
new b.eam PPt . . . Era;_ce r rip Iacgmetn / ralc rlggetr Detector | (Ave./crossing) (Ratio to Run 2) (Ratio to Run 2)
* test slices of new systems (Pixel cooling, HCAL, nd-Lap Lalorimeter replacemen
L1-tri Run3 Phase 1 50 4 .
gger)
ﬁ Phase-II 140 20 3.7
ﬁ L Run4  Phase-I 200 45 5.4
Maintain/Improve performance at extreme N —

Maintain/Improve
performance at high PU

WLHG@Okinawa 2 WLHG@Okinawa 6

PU. Sustain rates and radiation doses

= http://indico.cern.ch/event/345619/session/1/contribution/28/0/material/slides/1.pdf
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Computing at the HL-LHC timescale: CMS

HL-LHC focused R+D Activities and ideas
(Reports during CHEP on many areas)

 Towards using heterogeneous many-core resources
— We have ported the CMS track reconstruction to the Intel Phi

* Trigger on many-core or specialized resources
* Simulation (G4 or beyond) on heterogeneous resources

* Resource scheduling, 1/0, event processing frameworks for
heterogeneous resources, parallel processing models

— Developing a computing model simulation to study optimizing
data access

* Improving tracking and other algorithms at high pile-up
— Continuous improvement activities

* Evaluating improved cost/performance of using specialized
centers for dedicated workflows

WLHG@Okinawa

15

HL-LHC focused R+D Activities
(Reports during CHEP on many areas)

e Evaluating “big data” data reduction and selection

techniques for /0 intensive analysis procedures

— Efficient physics object skimming/tagging would also promote re-use
of selection criteria

* Developing tools and infrastructure (profilers, dev. tools, etc.)
— Prototyping container technology (e.g., DOCKER) for CMSSW

e Evaluating metrics for performance per power use, in
addition to simply raw performance

* Investigating data analytics techniques
— |deas for next generation data popularity

WLHG@Okinawa 16

= http://indico.cern.ch/event/345619/session/1/contribution/28/0/material/slides/1.pdf
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Computing at the HL-LHC timescale: LHCb

o Trigger now and at the upgrade

LHCb 2015 Trigger Diagram LHCb Upgrade Trigger Diagram

30 MHz inelastic event rate
(full rate event building)

40 MHz bunch crossing rate

~ <> >

LO Hardware Trigger : 1 MHz

readout, high Et/Pr signatures

450 kHz 400 kHz 150 kHz
h# H/pp e/y

Full event reconstruction, inclusive and
exclusive kinematic/geometric selections

. Software High Level Trigger

Run-by-run detector
calibration

Partial event reconstruction, select
displaced tracks/vertices and dimuons

Buffer events to disk, perform online
detector calibration and alignment

Add offline precision particle identification

. Full offline-like event selection, mixture ] |[and track quality information to selections
of inclusive and exclusive triggers O O O

Brainstorming: The Game Has Changed

Trigger is no longer selecting events, but classifying them

2 Write out what bandwidth and offline resources allow, but
everything written out will be analysed

In many exclusive analyses, interested only in the decay
tree of the triggering signal

2 So write out only the interesting part of the event, not the
whole event

a1 Turbo Stream idea, being tested in Run 2
x 2.5kHz of signal, ~6kB/event, going directly to analysis
%« x10 reduction in event size

If all events are interesting offline, current model of
stripping no longer applies
a1 Streaming more relevant, but how many streams?

a2 Is direct access to individual events more relevant?
x« Needs event index, and R&D on efficient access to single events

U2 <} U2
2-5 GB/s rate to storage

12.5 kHz Rate to storage
5

e

S '

= http://indico.cern.ch/event/345619/session/1/contribution/28/2/material/slides/0.pdf
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OSG as a Service Parting Words
« OSGisready for LHC Run 2 data
1 « embrace the “long tail” communities and disciplines
- 2 while at the same time keeping focus during LHC
@g‘ CONNECT user Run 2
'y  future success is about minimizing obstacles
nnect ) /Z connect |

— Providing gateways to abstract complexities
= OSG Connect portal, login, data services
» ongoing Galaxy project (bioinformatics portal)

ATLAS C |4

— ongoing partnership with EGIl competence centers
doing similar work (MoBrain and ELIXIR)
CHS Connect: A”C‘zlﬁfjsosrz’ag‘f tOr Ehe LSILHS » travel and time zone issues can make collaboration
| difficult, the OSG is committed to a continued
Slides by Rob Gardner ) partnership with WLCG
20

» Continued focus on the “Long Tail of Science”

® *OSG will be considered successful if we not only keep up with the growing LHC needs but also expand to enhance the computing throughput
to a broad spectrum of scientists at a variety of scales, from individual users at a single campus to multi-institutional experiments”

= http://indico.cern.ch/event/345619/session/2/contribution/18/material/slides/1.pdf

2= Fermilab

46 Oliver Gutsche | CHEP 2015 - Highlights 21. May 2015


http://indico.cern.ch/event/345619/session/2/contribution/18/material/slides/1.pdf

Hardware technology trends

Market Dominance

Only a few large companies are dominating the various components markets

Processors INTEL, Qualcomm, Samsung, AMD

Graphics INTEL, Nvidia, AMD

Hard Disk Drives Western Digital, Seagate, Toshiba

DRAM memory Samsung, SK Hynix, Micron

NAND Flash memory Samsung, Toshiba, SanDisk, Micron, Hynix, INTEL
Solid State Disks Samsung, INTEL, SanDisk, Toshiba, Micron

FPGA Xilinx, Altera (currently being bought by INTEL)
Tape Storage HP, Fuji, IBM, Spectralogic ORACLE, IBM

Rol Return-on-Investment is the keyword

Few companies capable of large scale investments, majority fabless companies
Favour evolutionary (adiabatic) changes of technology

Clear bias against ‘disruptive’ new technologies

(memristor, holographic storage, DNA storage, quantum computing, non-volatile memory, etc.)

e.g. Yearly revenues: Samsung 209 BS INTEL 56 BS

12. April 2015 Bernd Panzer-Steindel, CERN IT CTO

« HEP is ~$15M out of a total $52B market

Processor Technology, Moore’s Law

28nm: Optimal Balance of Cost and Power for 2015 Devices Traditionally, Cost-per-Wafer Increases
- 19-20% at Each New Technology Node
P
a - a Foundry Wafer Cost (3)
(300mm ~ 2 Years High-volume Production)
5,000
Scaling + Double Patterning + FinFET
4,000 \
« Mid-range devices are highly 2 Scaling ¥ Doutis Patiernieg \
sensitive to cost '
. 28nm provides the most 2,000 Cost Delta vs. Prior Node , —
transistors per dollar \ g 8

=] C
1,000 a— %" 28%
23% e 20m 23%

a2
13%

0
180nm 130nm 90nm 65nm  40nm 28nm 20nm 16/14nm

(EP1) Moore's Law Challenges Below 10nm: Technology, Design and Economic
Implications

$/ mm? mm? / Transistor $ / Transistor
R ,

(normalized)  [normalize ) {normalized)

Quite some discussion in 2014

\ about the end of Moore’s Law

P‘// Moore's Law is about the

production cost of transistors not
about the sales cost of processors

______
€ ‘8.6 E €°.€ € E & & 8 ‘B B 8 8 B & 8 B &2 8 'R 8 &

Scaling continues to provide lower cost per transistor
Cost reduction is needed to justify new technology generations

INTEL claims to overcome this up to the 10nm node scale

12. April 2015 Bernd Panzer-Steindel, CERN IT CTO 11

» http://indico.cern.ch/event/345619/session/1/contribution/10/material/slides/1.pdf
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Hardware technology trends

Back-of-an-Envelope Calculations, storage component savings

CERN disk server: CPU server with SAS attached JBOD array

Infrastructure and architecture ‘overhead’

2013 ->
=~ factor 7

. = ' =t Cheapest server disk today is the 8 TB Seagate SMR (0.03 Euro/GB)
200 TB RAW capacity

100 TB usable = 0.2 Euro/GB 1440 TB RAW capacity
1152 TB usable = 0.06 Euro/GB
Example: 'improve’ the storage costs by a factor 3: B

4 TB server disk ~0.05 Euro/GB = 8 TB SMR ~0.03 Euro/GB (low-end desktop 6 TB)
Dual 24-bay disk tray - three 60-bay disk trays per frontend
RAIDO / data replica - Erasure code, data increase by 1.25 instead of 2 i -

" D
~
-

This improves the space costs but reduces considerable the 10
capabilities. But how much 10 do we actually need ?
(Application, data management, data distribution dependent)
Much more tuning between application and hardware needed.....

different 10 architecture based on Seagate Kinetic
object drive model or the HGST Open Ethernet drive

Redefine our notion of storage space
—> Storage space plus performance

Split FLAPE
MC+processing facilities -- analysis facilities Flash+Tape

12. April 2015 Bernd Panzer-Steindel, CERN IT CTO 39

« HEP is ~$15M out of a total $52B market

Summary

Semiconductor Component and end-user markets are stabilizing.
Saturation effects seen nearly everywhere, moving to 'replacement' markets

Very few companies dominating the market: technology evolution, not revolution

Moore's Law validity being debated. 3D technology helps.
Expect still continuous price/performance improvements, but lower levels

Server market is small compared to the consumer market, stable and highly profitable
Market --> high prices. Microservers show in principle potential, but currently

overrated

Way to improve price/performance beyond the technology --> architecture

Should not talk about disk, SSD or tape but rather storage units (space+performance)

There will be processing and storage technologies in 2025 and most likely not too
different from today, but estimating the cost is pretty difficult.
So.. You will get what you get ( equal or rather lower budget than today)......

12. April 2015 Bernd Panzer-Steindel, CERN IT CTO 40

» http://indico.cern.ch/event/345619/session/1/contribution/10/material/slides/1.pdf
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New Storage Technologies

CERN Disk Storage Overview m @ Wigner

EOS Installed Raw Disk Capacity

EOS is now optimised for managing
140 PB Deployed!! efficiently data in different computer centre
providing to our user a single site view

150 PB

Raw Capacity [k¥=] 20PB 140PB 4PB 200TB 1.1PB ors L
DEIERICIC I 390 TB 86 PB (tape) 27 PB 170TB 36 TB 357TB %0 B
Files Stored 2.7B 300 M 284 M 77 M@ob) 120 M 14 M POPe

Wigner

B Meyrin

And in the future it will be possible to
specify adhoc scheduling policy based on
the namespace location

AFS is CERN’s linux home directory service ’ The A Register |} e Easy to add to the system other locations
CASTgRt &AEOIS a_re mc?IBI,Z\Qused fOl' the phySICS use BIG DATA wizards: LEARN from CERN, not EOS Replicas Distribution Replicas Distribution
case dla ANnalysis an the F500 _ in % per Experimen
( y ) Siloesareformudbloods a 450 The |ateSt hardware dellvery (Mar 2015) ’ i tl
Ceph is our storage backend for images and volumes z balanced the capacity installed in the 2 > |
in OpenStack 350 77 computer centres (~50% ~50%) PuBLIC |
300 | LHCb
1 . . |
NFS is mainly used by engineering application izz _ Experiments replicas are not yet spread cus J
o ~equally between the 2 geolocation ATLAS |
CERNBox is our file synchronisation service based 100 - - : : e i
on OwnCloud+EOS o ~ Geo-balancing need to be activated and s [
; tuned to avoid filling the network links to 05 25% S0% 759% 1005
C\E/REIDI & Meyrin  © Wigner ng ner aMeyrin Ewigner O

 Lots of Ceph
» http://indico.cern.ch/event/345619/session/1/contribution/17/material/slides/0.pdf
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New Storage Technologies

Why CERNBox?

- Competitive alternative to Dropbox for CERN users
- users were using dropbox not only for sharing their pictures
- SLAs: data availability and confidentiality
- Archival and Back-up policies
- Offline Data Access and Data sync across devices
- Easy way to share files and folders with colleagues

- We started ownCloud evaluation and build prototype service

A )N MySQL server
own(loud 48GB RAM .
Can we integrate sync & share
LOAD BALANCER APP SERVERS DATABASE CLUSTER STORAGE . - . .
functionality with our main
AP S = users workflow?
B o B
_____ ~ ata Node
Mgmode ‘ primary secoqdary And belng able tO dlreCtIy
““““ = : access the underlying data?
Apache, PHP 5.4 (SCL1.0) Data Node l
CE/RW mod_proxy_balancer | :-----------oo-oooooo NFS servers, async, SW RAID 1
\\_/ ‘ i e Initial space: 20 TB 1

 Lots of Ceph

Available soon...

« Direct access to EOSUSER (and not only...)
- not only own cloud sync client
« Xxroot, fuse, http/WebDAV

- Access to Physics Data
+ synchronise experiment’'s data

- Direct access from Ixplus and batch
-+ sync from your laptop and run!
-+ sync results back

00 # CERNBox

0

Account

4 o] @

Activity  General  Network

[lmascett@lxplus2015 ~]#
[lmascett@lxplus2015 ~]# df -H -t fuse

Filesystem
eosuser
eosatlas
eosalice
eoscms
eoslhcb
eospublic

Size
506T 70T
36P 17P
20P 11P
28P 14P
13P 7.6P
16P 5.8P

[lmascett@lxplus2015 ~]#
[lmascett@lxplus2015 ~]# 1ls -lc /eos/user/1/lmascett/

total 6644
drwx
drwx
drwx
drwx
drwx
drwx

Account to Synchronize

&, Connected to hitps://cernbox.cern.ch/cernbox/desktop as Imascett.

2P eoslhcb Add Folder...
s ‘ Remote path: eos/lhcb/user/l/Imascett Pause
/Users/lucamascetti/eoslhcb
Remove
cernbox
Remote path: home Choose What to Sync
/Users/lucamascetti/cernbox/

« 1 lmascett c3
. 1 lmascett c3
. 1 lmascett c3
. 1 lmascett c3
. 1 lmascett c3
« 1 lmascett c3

437T
20P
8.5P
15P
4.6P
11P

Used Avail Use% Mounted on

14% /eos/user
45% /eos/atlas
57% /eos/alice
49% /eos/cms
63% /eos/lhcb
36% /eos/public

5 Dec 10 15:58 CERN

@ Jan 26 18:18 debug

® Dec 11 ©9:43 download
® Oct 31 18:24 pdf

1 Dec 11 ©9:44 personal
8 Dec 10 12:11 pictures

Shared

[_] cernbox.cern.ch 2

[_] testbox.cern.ch
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Resource Groups

WLCG Tier 0/1/2
HLT Farms
Commercial Providers

Volunteer Computing
HPC

Parameter space contains 160 possibilities
— 5 resource groups, 8 areas, 4 VOs

— Need consolidation of solutions

The cloud paradigm

— The adoption of generic solutions
* Reducing our total cost of ownership

Resource Provisioning: Overview

CernVM

The OS via CVMFS

— HTTP replication of a reference file system
e StratumO

Why?
— Because CVMEFS is already a requirement

* Reduces the overhead of distributed image management
— Manage version control centrally

CernVM as a common requirement

— Parameter space reduction

* 20 possibilities => 1 CernVM
— 5 resource groups, 4 VOs
* Availability becomes an infrastructure issue

— Potentially 20 different contextualizations
* Responsibility of the VO

The goal is to start a CernVM-based instance
— There are exceptions where this is not possible

Commercial Clouds

Helix Nebula

— A public-private partnership
* Between research organizations and IT industry

Microsoft Azure Pilot

— Preliminary discussions with CERN Openlab
Amazon

— BNL RACF for ATLAS and CMS

— With new Scientific Computing group at AWS
Deutsche Borse Cloud Exchange AG

— Beta testing platform

— Will go live beginning of May
PICSE

— Procurement Innovation for Cloud Services in Europe
European Science Cloud Pilot

— Pre-Commercial Procurement (PCP) proposal

* Buyers group public organizations that are members of the WLCG collaboration

e WLCG e WILCG e WLCG

i { {
?’ Worldwide LHC Computing Grid "’ Worldwide LHC Computing Grid "’ Worldwide LHC Computing Grid
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Resource Provisioning: Implementations

“ "'" .
Virtual “Grid with Pilot Jobs” site

Experiment creates
its own “conventional”
grid site on the cloud
resources.

Cloud Site
Batch VM. Runs

Job Agent to -
catgkecper | /| fetonrom 10 TSt o oG
Condor?) user/production job

submitters.

CloudScheduler (ATLAS)
and elastiq (ALICE) are
implementations

G
<.
)
Z
Z
2 of this model.
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2
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: User and
: production
: jobs

Central
i agents & VM
: services

Matcher &
Task Queue

factory Pilot factory

CPU towards 2022 - Andrew.McNab@cern.ch - WLCG Workshop, 12 Apr 2015, Okinawa

“ “‘" ‘
Experiment creates VMs directly?

VM. Runs
Job Agent to
fetch from TQ

Cloud Site

Od D

Central

i agents & VM factory Matcher &
Task Queue

i services

........................................................................................................................

WLCG Workshop, 12 Apr 2015, Okinawa

CPU towards 2022 - Andrew.McNab@cern.ch -
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Experiment creates
VMs instead of
pilot jobs.

Job Agent or
pilot client runs
as normal inside.

CMS glidein WMS
works this way
for cloud sites:

looks at demand
and creates VMs to
join Condor pool
(T7:230:Tue)

User and
production
jobs

! 9., .
Further simplification: Vacuum model

- Following the CHEP 2013 paper:

“The Vacuum model can be defined as a scenario in which virtual
machines are created and contextualized for experiments by the
resource provider itself. The contextualization procedures are supplied
in advance by the experiments and launch clients within the virtual

machines to obtain work from the experiments' central queue of tasks.”
(“Running jobs in the vacuum”, A McNab et al 2014 J. Phys.: Conf. Ser. 513 032065)

a loosely coupled, late binding approach in the spirit of pilot frameworks

- For the experiments, VMs appear by “spontaneous production in the
vacuum”

- Like virtual particles in the physical vacuum: they appear, potentially interact,
and then disappear

- CernVM-FS and pilot frameworks mean a small user_data file and a
small CernVM image is all the site needs to create a VM

- Experiments can provide a template to create the site-specific user_data

Vac, Vcycle, HTCondor Vacuum

Three VM Lifecycle Managers that implement the Vacuum model

Vac is a standalone daemon run on each worker node machine to create its VMs
At Manchester, Oxford, Lancaster, Birmingham

Vcycle manages VMs on laa$S Clouds like OpenStack
Run by the site, by the experiment, or by regional groups like GridPP
Resources at CERN (LHCb), Imperial (ATLAS, CMS, LHCb), IN2P3(LHCb)
Vcycle instances running at CERN, Manchester, Lancaster
Vac/Vcycle talk T7:271:Mon

HTCondor Vacuum manages VMs on HTCondor batch systems
Injects jobs which create VMs; VM jobs can coexist with normal jobs
Running at STFC RAL. See T7:450:Mon

All make very similar assumptions about how the VMs behave
- The same ATLAS, CMS, LHCb, GridPP DIRAC VMs working in production with all three managers

11
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Software evolution

Why HSF?

* [he challenges are large, but why do we think the
HSF can help?

* |t's a mechanism to facilitate coordination and
common efforts in HEP software and computing.

 We need to exploit all the expertise available in our
community, and outside Iit, to meet these
challenges.

* The affordable way to do it, is collaboratively.

Agreed HSF Goals

Share expertise
Raise awareness of existing software and solutions
Catalyze new common projects, create an incubator

Promote commonality and collaboration in new developments to make the most of
limited resources

Aid developers and users in discovering, using and sustaining common software
Support training career development for software and computing specialists
Provide a framework for attracting effort and support to S&C common projects
Provide a structure for the community to set priorities and goals for the work

Facilitate wider connections; while the HSF is a HEP community effort, it should be
open enough to form the basis for collaboration with other sciences

12
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